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“The entire cell can be viewed as a factory that contains an elaborate network 
of interlocking assembly lines, each of which is composed of a set of large 
protein machines.” (Alberts, 1998).

“The ribosome is the universally conserved, RNA-based molecular machine 
that uses an mRNA template to direct the synthesis of protein.” (Tinoco & 
Gonzalez, 2011).

“Now that the innards of the GTP-binding machine are laid open, we can be-
gin to understand its action.” (Bourne, 1986)

1. Introduction

Analogies	 to	 machines	 are	 commonplace	 in	 the	 life	 sciences,	 espe-
cially	 in	cellular	and	molecular	biology	and	closely	 related	areas. In	
these	disciplines,	 the	 image	of	a	machine	often	plays	an	organizing	
role	—	shaping	conceptions	of	the	phenomena	and	expectations	about	
how	they	are	to	be	explained. But	while	such	analogies	are	common	
and	intuitive,	their	content	is	rarely	made	explicit:	it	is	difficult	to	find	
a	detailed	 statement	of	what	makes	a	 system	machine-like	or	an	 in-
dication	 of	 the	 explanatory	 contexts	where	we	 can	 expect	machine	
analogies	to	be	fruitful.	In	this	paper	I	offer	a	framework	for	thinking	
about	these	questions.

My	discussion	is	guided	by	the	connection	between	machines	and	
what	 is	 sometimes	 called	decompositional explanation, i. e.	 an	explana-
tion	 that	 teases	 apart	 underlying	 components	 and	 attends	 to	 their	
structural	features	and	interrelations.	When	they	can	be	had,	decom-
positional	accounts	are	powerful	vehicles	of	understanding,	and	they	
are	readily	linked	to	methods	of	discovery	and	confirmation.	I	believe	
that	machine	analogies	crop	up	in	contexts	in	which	it	is	believed	that	
a	system	is	amenable	to	decompositional	analysis.	And	so	my	aim	is	
to	spell	out	the	features	that	make	machine-like	systems	appropriate	
targets	for	explanation	by	decomposition,	so	as	to	better	understand	
what	 is	 implied	by	drawing	 these	analogies	and	where	 the	 limits	of	
decompositional	understanding	lie.	The	discussion	is	oriented	toward	
biology	(especially	cell	biology),	because	it	seems	to	me	that	the	issues	
are	especially	pertinent	there.	But	my	central	claims	can	be	exported	

ImprintPhilosophers’



	 arnon	levy Machine-Likeness and Explanation by Decomposition

philosophers’	imprint	 –		2		–	 vol.	14,	no.	6	(march	2014)

This	allows	them	to	forage,	avoid	toxins	and	adjust	their	population	
density.	 In	many	bacteria,	propulsion	 is	due	 to	a	 specialized	system	
called	a	flagellum.	Consider	the	following	description	(and	the	accom-
panying	Figure	 1),	drawn	 from	a	paper	by	Howard	Berg,	one	of	 the	
foremost	experts	on	the	topic:	

	 “The	bacterial	flagellar	motor	 is	a	nanotechnological	marvel,	no	
more	than	50	nanometers	 in	diameter,	built	 from	about	20	different	
kinds	of	parts.	It	spins	clockwise	or	counterclockwise	at	speeds	on	the	
order	of	100	Hz1,	driving	long	thin	helical	filaments	that	enable	cells	
to	swim…	A	[bacterial]	cell	is	propelled	by	a	set	of	four	helical	flagellar	

1.	 Hz	=	cycles	per	second

with	minor	changes	to	other	relevant	contexts,	and	I	have	written	the	
paper	so	that	no	biological	background	is	presupposed.

The	paper	begins	by	looking	at	a	pair	of	examples	(section	2)	—	one	
of	 these	 illustrates	 a	 highly	machine-like	 system,	while	 the	 other	 a	
highly	non-machine-like	system.	From	there	I	work	towards	a	general	
account,	which	 centers	 on	 the	 idea	 that	machines	 are	 systems	 that	
exhibit	underlying	causal	order.	I	elaborate	on	the	relevant	notion	of	
order	and	its	connection	to	decompositional	explanation	in	section	3.	
In	section	4	I	discuss	the	relation	between	machines,	thus	understood,	
and	the	concept	of	a	mechanism,	which	has	received	much	attention	
in	recent	philosophy	of	science.	Having	laid	out	an	account	of	what	
machines	are,	I	will	discuss	modeling	(sections	5	and	6).	A	model	can	
depict	its	target	as	more	or	less	machine-like,	and	one	key	way	of	do-
ing	so	involves	abstracting	from	parts	and	internal	relations.	I	extend	
this	discussion	by	looking	at	one	significant	line	of	work	within	recent	
cell	biology,	which	involves	such	abstraction	and	a	concomitant	move	
away	from	machine	analogies.	

Before	 I	 delve	 in,	 a	 remark	 concerning	 terminology:	 sometimes	
‘machine’	and	‘mechanism’	are	used	interchangeably.	This	is	not	how	I	
understand	the	terms.	The	class	I	shall	focus	on	is	a	subset	of	mecha-
nisms,	consisting	of	orderly	mechanisms.	In	other	words,	as	I	use	the	
terms	 some	 mechanisms,	 the	 orderly	 ones,	 are	 machine-like	 while	
others	are	not.	This	will	be	given	more	precise	sense	in	section	4,	and	
at	that	point	terminology	will	matter	less.	But	in	order	to	forestall	con-
fusion,	I	will	mostly	avoid	the	terms	‘mechanism’,	‘mechanistic	expla-
nation’	and	their	cognates.

2. Motivating examples

The	examples	I	begin	with	lie	at	two	ends	of	a	spectrum:	one	is	a	highly	
machine-like	phenomenon,	the	other	rather	unmachine-like.	The	first	
example	(and	another	one	which	I	will	discuss	later)	comes	from	work	
on	the	phenomenon	of	bacterial	chemotaxis.	Speaking	generally,	che-
motaxis	is	the	self-propelled	movement	of	bacteria	and	other	microor-
ganisms	toward	or	away	from	specific	chemicals	in	their	environment.	

Figure 1. The bacterial flagellar motor. Left: a scaled drawing, noting 
various subparts. Right: image derived from electron microscopy. 

[Source: Berg, 2003].
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time-step,	half	of	the	particles	that	are	within	δ	of	x	will	move	across	
it	from	left	to	right,	and	half	will	move	across	it	from	right	to	left,	i. e.:	

-1/2	[N(x+	δ)	–	N(x)]

Let	us	define	the	flux,	J,	to	be	the	number	of	particles	that	move	across	
a	given	area	A,	per	unit	time:

Jx	=	-1/2	[N(x+	δ)	–	N(x)]	/	A	τ

Some	simple	algebra	leads	to:

Jx=-D	1/δ[C(x+δ)-	C(x)]

Where	 is	 the	 diffusion	 constant,	 and	 the	C’s	 are	 the	 concentrations	
(i. e.	number	of	particles	per	unit	volume)	at	x	and	x+,	respectively.	For	
small	 enough	δ’s,	we	 can	 apply	 the	definition	of	 the	derivative	 and	
obtain3:

This	 is	 the	first	 law,	which	 states	 that	 diffusion	 is	more	 intense	 the	
steeper	the	concentration	gradient	of	the	diffusing	substance.

The	explanation	of	the	first	law	pays	minimal	attention	to	the	struc-
ture	of	components	or	to	how	they	are	laid	out	in	space	and	time.	In-
stead	it	begins	with	a	coarse-grained	description	of	a	typical	particle	
and	derives	 the	first	 law	by	aggregating	 the	behavior	of	many	such	
particles.	Correspondingly,	 there	 seems	 to	be	 little	 temptation	 to	 re-
gard	a	diffusive	flux	as	analogous	to	a	machine.

3. Machine-likeness as underlying order

The	examples	discussed	both	concern	the	dependence	of	a	system-lev-
el	feature	on	interactions	among	constituents.	One	way	to	think	about	

3.	 I	assume	a	familiarity	with	the	derivative.	If	it’s	been	a	long	time	since	you’ve	
thought	in	these	terms,	note	that	the	basic	message	is	already	contained	in	
the	next-to-final	step:	as	the	difference	in	concentration	across	the	interval	x	
to	x+	δ	grows,	the	flux	grows	too,	but	with	the	opposite	sign.	In	other	words,	
particles	will	move	against	the	direction	of	a	concentration	difference.	

filaments…	Each	filament	is	driven	at	its	base	by	a	rotary	motor	em-
bedded	in	the	cell	envelope.	A	cell	swims	steadily	in	a	direction	rough-
ly	parallel	to	its	long	axis	for	about	a	second	—	it	is	said	to	“run”	—	and	
then	moves	erratically	 in	place	 for	a	small	 fraction	of	a	second	—	it	
is	said	 to	 “tumble”	—	and	then	swims	steadily	again	 in	a	new	direc-
tion.	When	a	cell	runs	at	top	speed,	all	of	its	flagellar	filaments	spin	
counterclockwise,	 the	filaments	 form	a	bundle	 that	pushes	 the	cell	
steadily	 forward.	When	a	cell	 tumbles,	one	or	more	filaments	 spin	
clockwise;	 these	 filaments	 leave	 the	 bundle,	 and	 the	 cell	 changes	
course.”	(2003,	19–20)2 

Berg	goes	on	 to	describe	 the	various	parts	of	 the	flagellum,	 their	
specific	composition,	shape	and	location;	their	motions	and	how	these	
give	rise	to	rotation	of	the	filaments,	etc.	This	is	a	paradigmatic	instance	
of	the	machine	analogy	and	decompositional	explanation.	It	attends	to	
parts	in	detail,	specifying	their	structure	and	the	way	they	are	situated	
in	relation	to	one	another.	It	aims	to	show	how	the	concerted	action	of	
diverse	parts	results	in	the	overall	phenomenon	of	flagellar	propulsion.	

The	second	example	also	pertains	to	the	behavior	of	a	large	set	of	
molecules.	It	concerns	a	very	fundamental	and	widespread	phenom-
enon,	namely	diffusion.	 I	will	discuss	a	 simple	 case,	 the	first	 law	of	
diffusion,	because	 it	 is	highly	 illustrative	and	recounting	 it	here	can	
be	done	concisely.	But	phenomena	that	essentially	involve	diffusion,	
or	closely	related	processes,	occur	in	many	other	contexts,	including	
in	cellular	biology	(Berg,	1993;	Murray,	1992;	Nelson,	2007).	The	first	
law	of	diffusion	(a.k.a.	Fick’s	first	law)	states	that	a	diffusing	substance	
moves	from	higher	to	lower	concentration	-	the	flux	is	proportional	to	
(minus)	 the	concentration	gradient.	To	see	why	 this	holds,	consider	
the	behavior	of	a	single	diffusing	particle.	Suppose	the	particle	moves	
in	small	increments	of	size	δ	every	small	unit	of	time	τ.	And	suppose	
that	it	is	equally	probable	to	move	either	to	the	right	or	to	the	left.	Let	
N(x)	denote	the	number	of	particles	at	location	x.	How	many	particles	
will	move	 across	 x	 in	 one	direction,	 say,	 to	 the	 right?	Well,	 at	 each	

2.	 I’ve	made	minor	changes	to	this	paragraph,	replacing	a	number	of	(presently	
unnecessary)	acronyms.	
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of	order,	and	different	systems	may	depart	from	paradigm	cases	to	a	
greater	or	lesser	extent	along	one	or	both	of	these	dimensions.	

I	will	speak	below	of	decomposition	and	justify	this	definition	in	
terms	of	the	relation	between	order	and	decomposition.	Let	me	high-
light	that	I	have	in	mind,	primarily,	a	certain	mode	of	explanation	and	
understanding:	one	that	pays	close	attention	to	parts,	their	structure	
and	activity	and	 the	way	 they	are	situated	relative	 to	one	another.	 I	
suggest	that	this	mode	of	explanation	is	closely	tied	to	the	notion	of	
order	 and	motivates	machine	 analogies.	 ‘Decomposition’	 often	 also	
refers	 to	 empirical	methods	 that	 literally	 break	 down	 a	 system	 into	
parts.	There	is,	of	course,	a	connection	between	these	two	ideas,	but	it	
is	explanation	that	is	my	focus	here.	

Finally,	implicit	in	the	definition	is	a	notion	of	difference-making:	
I	take	it	that	to	say,	for	instance,	that	components	contribute	in	virtue	
of	the	relations	among	them,	is	to	say	that	such	relations	make a differ-
ence	to	the	system’s	overall	behavior.	The	notion	of	difference-making	
is	closely	 linked	with	causal	explanation	and	has	 received	much	at-
tention	in	the	literature	on	that	subject.	One	influential	recent	view	
is	Woodward’s	(2003),	which	treats	difference	making	as	a	matter	of	
manipulability.	 To	 a	 first	 approximation,	 this	 means	 that	 A	makes	
a	difference	 to	B	 just	 in	 case	B	 can	be	manipulated	via	A,	where	 a	
manipulation	 is	 understood	 as	 an	 ideal	 controlled	 experiment.	 Put	
differently:	 A	makes	 a	 difference	 to	 B	 if	 by	 performing	 a	 perfectly	
controlled	experiment	on	A	one	can	effect	a	change	in	B.	Woodward	
offers	this	as	an	account	of	causal	relations.	It	can	be	adapted	to	situa-
tions	where	A	is	a	component	and	B	is	a	system-level	behavior	(Crav-
er,	2007).	The	manipulability	view	has	distinct	advantages	and	it	 is	
quite	widely	accepted.	But	there	are	alternative	accounts	(e. g.	Hitch-
cock,	 1993;	Strevens,	2008).	 In	principle,	 I	 think	 the	present	discus-
sion	can	proceed	ecumenically,	without	committing	to	an	account	of	
difference	making.	But	it	seems	that	clarity	is	better	served	by	filling	
in	some	details,	and	I	will	do	so	by	appealing	to	Woodward’s	 ideas.	
That	said,	 let	me	highlight	 that	 the	big	picture	does	not	depend	on	

the	contrast	between	them	is	in	terms	of	underlying	order.	Flagellum-
powered	propulsion	is	a	very	orderly	phenomenon:	every	component	
must	be	in	the	right	place,	at	the	right	time,	playing	the	right	role.	Dif-
fusion,	on	the	other	hand,	is	a	disorderly	phenomenon:	the	role	of	in-
dividual	particles	is	insignificant	and	so	is	their	layout.	All	that	matters	
are	the	on-average,	in-aggregate	properties.	In	this	section	I	flesh	out	
this	informal	notion	of	order	and	explain	its	connection	to	machines	
and	decomposition.	Let	me	begin	with	a	summary	statement,	 in	the	
form	of	a	definition.	After	providing	some	general	remarks,	I	will	dis-
cuss	each	clause	in	turn.	

Suppose	we	have	a	system	S,	exhibiting	a	behavior	B.	S	is	orderly	
to	the	extent	that:

(a)	 Distinct	 components	 of	 S	 play	 different	 roles	 in	 bringing	
about	B.

(b)	Components	play	 their	 roles	 in	virtue	of	 local	 relations	 to	
other	components.

Speaking	somewhat	metaphorically,	we	can	describe	the	key	idea	as	
follows.	An	orderly	system	exhibits	an	internal	division	of	labor,	anal-
ogous	 to	 that	 present	 in	many	manmade	machines:	 each	part	 does	
something	 distinct	 and	 recognizable,	 but	 there	 is	 also	 interdepen-
dence	 among	parts,	 so	 that	 the	 system’s	 overall	 behavior	 is	 an	 inte-
grated	product	of	their	activities.	

Note	that	under	the	suggested	characterization,	whether	a	system	
is	orderly	or	not	depends	on	the	behavior	under	consideration.	The	
flagellum	is	highly	orderly	with	respect	to	cellular	locomotion.	But	it	
dissipates	heat	 in	a	much	less	orderly	manner.	So	while	it	 is	natural	
to	 talk	 in	 terms	of	orderliness	(and/or	machine-likeness)	simpliciter,	
and	while	I	shall	do	so	below,	strictly	speaking	these	notions	are	rela-
tivized	to	an	overall	effect.	(Where	this	relativization	matters,	I	draw	
the	 reader’s	 attention	 to	 it.)	Moreover,	 orderliness	 is	 a	matter	of	de-
gree.	Each	of	the	conditions	can	be	regarded	as	a	separate	dimension	
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differential	contributions	is	a	special	case	of	modularity	—	it	requires	
distinct	and qualitatively	different	contributions. 5 

The	 rationale	 for	 the	 requirement	of	differential	 contributions	 fol-
lows	directly	 from	the	 idea	 that	orderly	systems	are	good	 targets	 for	
decompositional	 explanation.	 Decomposition	 is	 useful	 where	 it	 al-
lows	 one	 to	 discern	 explanatorily	 relevant	 aspects	 of	 the	 phenome-
non	—	when	attending	to	parts	shows	how	its	features	arise.	This	holds	
when	the	contributions	of	parts	are	distinct	and	different.	In	the	starkly	
contrasting	 case	 of	 diffusion,	 contributions	 are	 qualitatively	 identi-
cal.	So	one	does	not	get	traction	on	the	system	by	tracking	its	internal	
workings	in	a	part-by-part	manner.	Of	course,	whether	parts	contribute	
differentially	is	a	matter	of	degree:	all	else	equal,	the	more	distinctions	
among	parts	matter,	the	more	orderly	and	machine-like	the	system.

I	said	above	that	components	may,	but	need	not,	be	spatially	dis-
tinct.	 For	 some	people,	 spatial	 distinctness,	 and	 geometrical	 proper-
ties	more	generally,	have	a	special	status.	It	is	natural	to	view	systems	
in	which	components	are	spatially	distinct	as	especially	machine-like.	
Although	I	share	this	inclination,	I	will	not	take	a	definite	stand	on	this	
point.	From	the	perspective	of	the	general	analysis	I	am	offering	here,	
it	is	possible	to	treat	systems	in	which	parts	are	localized	and	spatial	
layout	 is	 important	as	especially	machine-like,	or	as	one	among	sev-
eral	ways	of	having	distinct	components,	and	hence	of	being	machine-
like.	(The	same	holds	for	spatial	relations,	which	I	discuss	next.)

 3.2. Importance of local relations
Condition	 (b)	 concerns	 the	 importance	 of	 local	 relations	 among	
components.	Again	this	should	be	understood	in	terms	of	difference	
making	—	the	idea	is	 that	 in	machine-like,	orderly	systems,	 local	re-
lational	properties	of	components	make	a	difference	to	the	system’s	
overall	behavior.

Here	too	the	spatial	connotation	is	intentional:	geometrical	match	
and	 physical	 proximity	 among	 components	 is	 often	 important	 in	

5.	 I	do	not	think	the	notion	of	a	qualitative	difference	can	be	given	a	productive	
general	explication.

this	choice.	With	these	points	in	mind,	let	us	move	to	a	more	detailed	
discussion	of	conditions	(a)	and	(b).

3.1. Differentiation of parts.
Condition	(a)	says	that	an	orderly	system	is	one	in	which	distinct	com-
ponents	play	different	roles.	The	underlying	idea	is	that	in	a	machine-
like	system,	an	overall	 job	 is	allocated	 to	distinct	sub-elements,	and	
therefore	 understanding	 the	 system	 involves	 identifying	 these	 ele-
ments	and	their	contribution	to	the	system’s	overall	behavior.	

Talk	of	distinct	components	brings	to	mind	spatially	defined	parts.	
Components	are	often	spatially	separate,	but	need	not	be.	The	impor-
tant	 point	 concerns	 functional	 distinctness,	 i. e.	 distinctness	with	 re-
spect	to	the	difference	made	by	components.	This	can	be	fleshed	out	in	
terms	of	modularity	(Woodward,	2003).	A	component’s	contribution	
is	modular,	sensu	Woodward,	if	the	difference	it	makes	is	independent	
of	the	difference	made	by	other	components.4	That	is:	component	C’s	
contribution	is	modular	if	it	is	possible	to	disrupt	the	activity	of	other	
components	without	affecting	the	contribution	of	C.	In	the	flagellum,	
for	 instance,	 it	 is	 possible	 to	 shorten	 or	 deform	 the	 filament,	 there-
by	disrupting	 its	activity,	without	affecting	 the	motor’s	 rotation,	and	
vice	versa	(indeed	such	experiments	are	routinely	performed).	These,	
therefore,	are	distinct	components	of	flagellum-driven	locomotion.	

Components	may	be	distinct,	yet	contribute	in	the	same	way	to	the	
system’s	overall	 behavior.	Continuing	with	 the	 same	example:	 each	
bacterium	is	equipped	with	several	flagella.	During	a	“run”,	they	form	
a	bundle	that	rotates	counterclockwise	in	unison.	Each	flagellum	can	
still	be	seen	as	making	a	distinct	contribution	to	the	bundle,	but	these	
contributions	are	qualitatively	similar.	By	contrast,	within	each	flagel-
lum	the	motor	and	the	filament	play	qualitatively	different	roles.	The	
motor	 generates	 torque,	 while	 the	 filament	 exerts	 directional	 force	
on	 the	 surrounding	medium.	Thus,	 the	 idea	 that	 components	make	

4.	 Woodward	defines	modularity	in	terms	of	the	representation	of	casual	rela-
tions	-	rather	than	in	terms	of	the	disruptability	of	causes	“in	the	world”	(2003,	
7.4).	But	this	doesn’t	matter	for	present	purposes.
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3.3. Machine-likeness and design.
Typically,	manmade	machines	 are	 the	 products	 of	 deliberate	 design	
(and,	derivatively,	can	be	assigned	proper	functions).	It	is	tempting	to	
view	machine	analogies	as	embodying	a	commitment	to	the	designed	
nature	of	the	analogues.	I	will	not	enter	into	a	discussion	of	ascriptions	
of	design	and	function,	in	general	or	in	biology	(Buller,	1999;	Lewens,	
2004).	Nor	do	I	need	to:	I	have	deliberately	resisted	the	temptation	to	
tie	the	concepts	of	machine-likeness	and	design	(or	proper	function).	
The	notion	of	 order	 I	 have	outlined	makes	no	 reference	 to	 the	 pro-
cesses	through	which	the	system	in	question	has	come	about	—	it	has	
to	do	only	with	its	synchronic	causal	structure.

My	key	 reason	 for	not	wanting	 to	bring	 in	design	 is	 that	 I	 think	
that	 if	 machine	 analogies	 are	 understood	 in	 relation	 to	 decomposi-
tion	(and	I	believe	this	to	be	a	central	motivation	for	such	analogies	in	
science),	 then	designedness	and	machine-likeness	can	and	often	do	
come	apart.	There	are	products	of	natural	selection	or	artificial	design	
that	are	not	orderly	and	do	not	 invite	a	machine	analogy	—	because	
they	have	been	designed	(or	selected)	to	do	what	they	do	in	a	disor-
derly	fashion.	Vice	versa	too:	physical	systems	that	have	no	apparent	
design	can	be	helpfully	analogized	to	machines	(e. g.	the	solar	system	
and	other	multi-part	mechanical	systems).	So	as	far	as	I	can	tell,	the	
connection	between	machine-likeness	and	decomposition	is	orthogo-
nal	to	the	question	of	design.	

That	said,	there	can	be	a	connection	between	the	function	of	a	sys-
tem	—	in	the	sense	of	what	it	was	designed	to	do	—	and	the	degree	or	
character	of	underlying	order.	For	one	thing,	recall	that	whether	a	sys-
tem	is	orderly	is	defined	relative	to	some	focal	behavior.	In	many	cases,	
at	 least	 in	biology,	 the	 focal	 behavior	will	 be	 the	 system’s	designed	
function,	because	 functional	behaviors	are	of	great	 interest	 to	biolo-
gists.	 So	 the	 system’s	 design	 often	 enters	 indirectly	 into	 judgments	
about	order	and	machine-likeness,	by	fixing	the	focal	behavior.	There	
may	also	be	empirical	connections	between	design	and	order.	It	seems	
plausible,	 for	 instance,	 that	designed	systems,	whether	manmade	or	
natural,	tend	to	exhibit	more	underlying	order.	This	may	in	part	be	due	

orderly	systems,	as	in	the	case	of	the	flagellum.	But	‘local’	is	intended	to	
encompass	other	kinds	of	relations.	In	the	general	sense,	local	relations	
are	ones	a	component	has	with	a	designated,	typically	relatively	small,	
subset	of	the	system’s	other	components	—	its	causal	neighborhood,	so	
to	speak.	Thus,	we	have	order	 to	 the	extent	 that	a	system’s	behavior	
depends	on	interactions	among	small	subsets	of	its	components.	

The	 requirement	 that	 local	 relations	make	a	difference	 is	 closely	
related	to	the	idea	that	an	orderly	system	exhibits	internal	integration.	
It	 is	 possible	 for	 a	 system	 to	 fulfill	 condition	 (a),	 i. e.	 for	 its	parts	 to	
contribute	differentially,	without	these	contributions	being	integrated.	
One	kind	of	case	that	illustrates	this	involves	properties	that	arise	out	
of	a	simple	mixture	of	elements	—	e. g.	the	acidity	of	a	solution,	as	mea-
sured	by	its	pH	—	and	depend	primarily	on	concentrations	and	densi-
ties.	Here	different	components	(solvent	molecules,	an	acidic	solute)	
play	different	roles.	But	they	do	so	by	freely	mixing,	so	that	the	specific	
layout	 of	 elements	 does	 not	matter	much.	 Such	 a	 phenomenon	 ap-
pears	less	orderly	than	the	flagellum	—	and	indeed	the	value	of	decom-
position	is	diminished	in	these	contexts.

The	importance	of	local	relations	can	be	approached	from	a	differ-
ent	direction.	William	Wimsatt	(1986)	has	described	a	notion	of	aggre-
gativity	—	phenomena	 in	which	the	whole	 is,	sometimes	 literally,	no	
more	than	a	sum	of	its	parts.	The	concentration	of	a	substance,	i. e.	the	
number	of	particles	divided	by	 its	volume,	 is	a	simple	case	 in	point.	
Wimsatt’s	analysis	of	aggregativity	proceeds	by	spelling	out	counter-
factual	 invariance	 conditions:	 an	 aggregate	 is	 a	 system	whose	 focal	
properties	are	indifferent	to	certain	manipulations	—	especially	to	vari-
ous	ways	of	reshuffling	components	and	substituting	one	for	another.	
If	you	swap	two	molecules	of	the	same	substance	its	concentration	will	
not	change,	because	concentration	is	an	aggregative	property.	In	con-
trast,	if	you	swap	parts	in	the	flagellum,	it	is	unlikely	to	work	normally,	
if	 at	 all.	This,	 in	 a	 sense,	 is	 an	operational	 counterpart	 to	my	condi-
tion	(b).	Where	there	is	order,	 local	relations	matter,	and	so	moving	
around	parts	is	disruptive.	Conversely,	if	the	system	is	invariant	under	
Wimsatt-style	manipulations,	then	it	is	unlikely	to	be	orderly.	



	 arnon	levy Machine-Likeness and Explanation by Decomposition

philosophers’	imprint	 –		7		–	 vol.	14,	no.	6	(march	2014)

components	are	invariant	over	a	broader	set	of	background	conditions	
than	the	system’s	overall	behavior.	While	 I	believe	 that	stability	 is	a	
significant	feature	of	causal	systems,	I	am	less	confident	that	it	contrib-
utes	specifically	to	machine-likeness.	In	part,	this	is	because	stability	
appears	to	be	orthogonal	to	the	appropriateness	of	decomposition.7 

3.5. Analogies and disanalogies.
To	round	off	this	section,	let	me	remark	on	the	cognitive	role	of	analo-
gies	and	disanalogies	between	manmade	and	natural	machines.	

It	 is	 fairly	apparent	 (though	worth	highlighting)	why	 thinking	of	
a	natural	 system	as	 akin	 to	 a	manmade	machine	may	be	helpful:	 it	
enables	one	to	visualize	the	system	more	easily,	primes	one	for	quali-
tative	causal	reasoning	and	suggests	ways	of	testing	hypotheses	and	
amending	 them	 in	 the	 light	of	 evidence.	But	 the	 cognitive	utility	of	
machine	 analogies	 isn’t	 merely	 a	 matter	 of	 the	 subjective	 thinking	
habits	 of	 scientists.	 I	 have	 suggested	 that	 there	 is	 a	 genuine,	 objec-
tive	similarity	between	some	natural	systems	and	manmade	machines.	
Machine	analogies	work	well	wherever	decompositional	explanation	
does,	and	for	similar	reasons:	both	are	appropriate	where	fine-grained	
features	of	components	and	their	interrelations	matter,	i. e.	where	the	
conditions	for	orderliness	are	met.	To	the	extent	that	such	properties	
are	absent,	we	should	expect	machine	analogies	to	be	less	compelling,	
and	decompositional	analysis	to	be	less	explanatory.	

That	said,	let	me	be	clear	that	my	analysis	stands	independent	of	
whether	one	wishes	 to	draw	an	 analogy	between	orderly	 systems	
and	manmade	machines.	One	may	dislike	machine	analogies	or	find	
them	unhelpful.	But	 that	would	not	be	a	 reason	 to	 reject	 the	 idea	
that,	say,	the	flagellum	is	more	orderly	then	a	diffusive	flux.	Further-
more,	even	if	(like	myself	and	many	biologists)	you	find	the	machine	
analogy	helpful,	that	does	not	mean	that	orderly	natural	systems	(i. e.	

7.	 A	further	difference	between	the	present	discussion	and	that	of	Woodward	is	
that	the	latter	does	not	highlight	the	contrast	between	machine-like	systems	
and	aggregative	systems	(like	the	diffusive	flux).	But	I	think	this	is	largely	a	
matter	of	exposition	and	emphasis.	

to	 the	need	 for	such	systems	to	have	a	substantial	degree	of	modifi-
ability	over	time	(Calcott,	2014).	

3.4. Comparison with Woodward.
In	 a	 recent	 paper	 James	 Woodward	 (2013)	 has	 discussed	 machine	
analogies,	outlining	a	view	similar	to	the	one	presented	here.	Let	me	
offer	a	brief	comparison.	Woodward’s	account	also	treats	machine-like	
systems	as	a	subset	of	causal	systems.6	And	like	the	present	account,	
he	too	accounts	for	machine-likeness	in	a	non-design-related	fashion.	

Woodward	 specifies	 three	 features	 as	 key	 to	 machine-likeness:	
modularity,	fine-tunedness	and	stability	of	intermediate	links.	I	have	
already	discussed	modularity,	and	I	have	done	so	by	relying	on	Wood-
ward’s	earlier	work	on	this	notion	—	here	our	accounts	are	identical	as	
far	as	I	can	tell.	Woodward’s	fine-tunedness	amounts	to	the	idea	that	
in	machine-like	 systems,	 specific	 relations	 among	 components	 and	
particular	differences	 among	 their	 intrinsic	 causal	properties	matter.	
I	have	expressed	a	similar	view	but	I	have	broken	down	this	require-
ment	into	a	condition	on	parts	and	a	condition	on	relations.	With	re-
spect	 to	 relations	 I	believe	 the	 two	accounts	 to	be	 similar.	But	with	
respect	 to	 parts,	my	 account	 requires	 qualitative	 differences	 among	
components,	whereas	Woodward	makes	no	such	requirement.	This	is	
due	to	the	centrality	of	decomposition	to	my	view,	which	is	closely	as-
sociated	with	differences	among	components.	I	also	tend	to	think	that	
breaking	the	fine-tunedness	requirement	into	two	sub-conditions,	as	
I	have	done,	affords	a	better	perspective	on	the	range	of	possible	sys-
tems	and	their	relation	to	paradigms	of	machine-likeness,	and	allows	
one	to	offer	a	better	characterization	of	newer	explanatory	trends	in	
biology	(as	I	discuss	in	section	5,	below).	Finally,	Woodward	holds	that	
in	machine-like	systems	internal	causal	links	exhibit	greater	stability	
than	the	system	they	are	part	of.	This	means	that	interactions	among	

6.	 Woodward’s	terminology	is	slightly	different	from	the	present	one:	he	uses	
‘mechanistic’	and	‘machine-like’	as	synonyms.	This,	of	course,	does	not	affect	
the	substance	of	the	account.	But	I	think	it	somewhat	obscures	the	relation-
ship	between	Woodward’s	ideas	and	those	of	the	“mechanistic	school”	in	phi-
losophy	of	biology.	I	discuss	these	issues	in	my	own	terms	in	the	next	section.
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Mechanisms	 are	 entities	 and	 activities	 organized	 such	
that	they	are	productive	of	regular	changes	from	start	or	
set-up	 to	 finish	 or	 termination	 conditions.	 (Machamer,	
Darden	&	Craver,	2000,	3).

A	mechanism	is	a	structure	performing	a	function	in	vir-
tue	of	 its	 component	parts,	 component	operations,	 and	
their	 organization.	 The	 orchestrated	 functioning	 of	 the	
mechanism	 is	 responsible	 for	one	or	more	phenomena.	
(Bechtel,	2006,	26).	

These	characterizations	do	not	distinguish	cases	in	which	underlying	
interactions	are	orderly	and	machine-like	from	those	that	aren’t.	They	
apply	equally	well	to	systems	in	which	parts	have	differential	roles	and	
local	relations	matter	and	to	those	in	which	such	features	are	absent.	
The	flagellar	motor	 is	 a	mechanism	according	 to	 these	 characteriza-
tions,	but	so	is	a	diffusive	flux.	This	is	a	deliberate	choice;	in	several	
places	 these	writers	 state	 explicitly	 that	 they	 intend	 their	 character-
izations	to	encompass	more	than	machine-like	systems	(e. g.	Glennan,	
1996,	§2;	Machamer,	Darden	&	Craver,	2000,	§5;	Craver,	2007,	Ch.	1.). 
One	reason	is	that	they	aim	for	good	agreement	with	scientific	usage,	
according	 to	which	 ‘mechanism’	 usually	 functions	 inclusively	 to	 de-
note	any	underlying	causal	structure.	

Given	this	inclusive	construal,	it	is	reasonable	to	think	that	a	wide	
variety	of	explanations,	in	a	wide	range	of	disciplines,	are	mechanistic.	
If	one	counts	all	manner	of	underlying	causal	structures	as	mechanisms,	
then	any	explanation	that	appeals	to	underlying	causes	is	mechanistic.	
And	 if	one	accepts	 that	explanation	 is	 (in	 the	main)	causal,	as	most	
scientists	and	philosophers	of	science	do,	then	any	phenomenon	that	
involves	a	relationship	between	a	system’s	overall	behavior	and	its	un-
derlying	parts	will	call	for	a	mechanistic	explanation.	I	regard	this	as	
the	official	stance	of	advocates	of	mechanistic	explanation.	According	
to	 it,	mechanisms	are	ubiquitous	and	so	 is	mechanistic	explanation.	

natural	machines)	 resemble	manmade	machines	 in	 every	 respect.	
Indeed	some	important	differences	may	exist.	For	 instance,	Daniel	
Nicholson	 (2013)	points	 to	a	number	of	disanalogies	between	bio-
logical	systems	and	manmade	machines.	Chief	among	these	is	the	
tendency	of	organisms	to	be	self-sufficient	in	certain	respects,	e. g.	in	
that	they	have	a	capacity	to	repair	malfunctioning	parts	or	the	ability	
to	procure	their	own	energy.	To	these	one	may	add	other	differences,	
such	as	the	degree	of	noise	in	the	system	and,	at	least	in	some	cases,	
the	level	of	plasticity,	which	is	generally	greater	in	biological	cases.8 
Now,	a	person	may	take	such	differences	to	tell	against	the	machine	
analogy.	To	some	extent	they	surely	do.	But	I	have	argued	that	the	
analogy	 plays	 a	 significant	 role	 in	 facilitating	 decompositional	 ex-
planation,	and	I	regard	this	as	sufficient	reason	to	retain	it.	I	would	
add	that	oftentimes,	good	analogies	are	useful	not	only	because	they	
direct	our	 attention	 to	 shared	aspects,	but	 also	because	 they	high-
lights	disanalogies.	

4. Machines and mechanisms

In	recent	philosophy	of	science,	considerable	attention	has	been	given	
to	mechanisms.	The	 foregoing	discussion	allows	us	 to	make	clearer	
the	relation	between	machines	and	mechanisms.	This	will	serve	as	a	
further	elaboration	of	the	ideas	presented	so	far,	and	will	also	clarify	
what	seems	to	me	a	less-than-perspicuous	aspect	of	the	literature	on	
mechanisms.	

Consider	three	well-known	philosophical	characterizations	of	the	
notion	of	mechanism:

A	 mechanism	 underlying	 a	 behavior	 is	 a	 complex	 sys-
tem	which	produces	 that	behavior	by	 the	 interaction	of	
a	number	of	parts	according	to	direct	causal	laws.	(Glen-
nan,	1996,	52)

8.	 Some	of	these	features	(e. g.	self-sufficiency)	will	matter	more	when	we	are	
thinking	of	whole	organisms,	while	others	(e. g.	noise)	will	be	most	significant	
at	the	cellular	or	molecular	level.



	 arnon	levy Machine-Likeness and Explanation by Decomposition

philosophers’	imprint	 –		9		–	 vol.	14,	no.	6	(march	2014)

much	of	science,	including	a	lot	of	biology,	is	concerned	with	figuring	
out	how	various	phenomena	arise	out	of	interactions	among	constitu-
ents.	My	focus	here	is	on	the	former,	narrower	category.	This	can	be	
seen	as	a	contribution	to	the	literature	on	mechanisms,	or	at	least	to	
one	strand	within	it.

5. Modeling orderly phenomena

The	discussion	so	far	has	been	directed	at	the	question:	what	makes	a	
system	machine-like?	This	is	a	question	about	the	world,	so	to	speak.	
To	get	 an	overall	picture	of	 the	 role	of	machine	analogies,	we	must	
also	attend	to	questions	about	how	machine-likeness	 is	represented,	
or	modeled.9	I	will	focus	on	one	key	kind	of	operation:	abstraction.	In	
this	section,	I	will	argue	for	the	general	claim	that,	all	else	equal,	the	
more	abstract	a	model	the	less	it	depicts	its	target	as	machine-like.	In	
the	next	section	I	will	look	at	an	example	and	comment	on	some	re-
cent	developments	within	cell	biology	that	may	point	to	a	shift	away	
from	machine	analogies.

In	speaking	of	abstraction,	I	have	in	mind	a	simple	idea:	to	abstract	
is	 to	 remain	non-specific,	 to	give	a	 coarse-grained	description.10	Ab-
straction	occurs	in	almost	any	descriptive	context.	In	thinking	about	
science,	it	is	helpful	to	distinguish	abstraction	from	idealization	(Jones,	
2005;	Godfrey-Smith,	2009).	While	abstraction	is	the	omission	of	infor-
mation,	idealization	involves	simplifying	misrepresentation.	A	model	
that	says	that	a	cell	has	a	finite	volume,	without	specifying	a	particu-
lar	value,	 is	abstract;	a	model	 that	 treats	 the	cell	as	a	perfect	sphere	
is	idealized.	Thus,	as	I	use	the	term,	abstraction	is	a	matter	of	saying	
less	than	one	could	(in	principle)	but	it	doesn’t	involve	saying	some-
thing	incorrect.	That	said,	while	an	abstract	model	is	by	definition	not	
fully	informative	(since	more	could	be	said	about	the	phenomenon	it	

9.	 I	do	not	presuppose	any	specific	account	of	scientific	representation,	nor	of	
modeling.	

10.	One	may	distinguish	the	process	of	abstracting,	i. e.	the	leaving	out	(or	at	any	
rate	the	non-inclusion)	of	detail,	from	the	product,	an	abstraction,	i. e.	a	detail-
poor	representation.	But	this	will	not	matter	much	here.

Machines	are	a	subset	of	mechanisms,	and	explanations	that	appeal	to	
machine-like	structures	are	a	sub-species	of	mechanistic	explanation.	

However,	 some	 features	 of	 the	 discussion	 of	mechanisms	 are	 in	
tension	with	this	official	picture.	For	instance,	mechanists	often	treat	
as	exemplars	systems	that	have	a	highly	machine-like	character,	such	
as	a	mousetrap	(Craver	&	Bechtel,	2007),	a	vending	machine	(Glennan,	
1996)	or	blood-pumping	by	the	heart	(Craver,	2001).	More	importantly,	
discussions	of	mechanistic	explanation	focus,	almost	exclusively,	on	
decompositional	accounts	and	related	empirical	methods	(e. g.	Bechtel	
&	 Richardson,	 1993;	 Darden,	 2006).	 This	 gives	 the	 impression	 that	
mechanistic	explanation	invariably	involves	detailed	attention	to	parts	
and	their	local	relations.	But	while	this	is	true	for	orderly,	machine-like	
mechanisms	it	does	not	hold	in	general:	aggregative	phenomena	like	
diffusion	are	mechanistic	but	 cannot	be	effectively	accounted	 for	 in	
decompositional	terms.	And	indeed,	some	mechanists	explicitly	deny	
that	aggregative	phenomena	are	mechanistic	(Bechtel	&	Richardson,	
1993,	Ch.	2;	Craver,	2001,	2007,	Ch.	4).	This	situation	has	resulted	in	
some	 confusion	 over	 the	 scope	 of	 the	mechanistic	 program,	 includ-
ing	developments	and	criticisms	of	 it	which,	 in	one	way	or	another,	
presuppose	an	identification	of	mechanisms	with	orderly,	decompos-
able,	machine-like	systems	(e. g.	Matthewson	&	Calcott,	2011;	Milstein	
&	Skipper,	2005;	Nicholson,	2012;	Woodward,	2011).

I	think	we	would	do	well	to	distinguish	two	pictures,	one	narrow	
and	the	other	broad.	On	the	narrow	picture,	some	systems	in	nature	
are	machine-like	and	call	for	decompositional	explanation.	Such	sys-
tems,	 I	have	suggested,	 involve	differentiation	among	parts	and	sen-
sitivity	 to	 local	relations.	To	account	 for	 the	behavior	of	 these	kinds	
of	 systems,	one	must	attend	 to	parts	and	 relations	 in	a	fine-grained	
manner.	There	is	of	course	room	for	disagreement	over	the	details	of	
this	account.	But	I	think	it	is	highly	implausible	to	regard	it	as	a	gen-
eral	 treatment	 of	 explanation	 in	 science,	 or	 in	 cellular	 and	molecu-
lar	biology.	 In	 contrast,	 the	broad	picture	 concerns	mechanisms,	 i. e.	
any	system	with	multiple	interacting	parts.	Here	too	the	details	may	
be	contested.	But	the	picture	naturally	aspires	for	generality,	since	so	
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6. The middle of the spectrum

The	derivation	of	Fick’s	 law	stands	at	or	near	 the	end	of	a	spectrum	
with	respect	to	abstraction.	It	depicts	the	phenomenon	as	all	but	de-
void	of	 internal	order	and	hence	as	very	un-machine-like.	Macromo-
lecular	explanations,	such	as	Berg’s	description	of	the	flagellar	motor,	
lie	 at	 the	 other	 end	 of	 this	 spectrum.	 They	 attend	 to	 very	 concrete	
structural	properties	of	parts	and	to	their	organization.	But	the	inverse	
relation	between	abstraction	and	machine-likeness	isn’t	just	a	matter	
of	the	ends	of	the	abstraction	spectrum;	it	applies	to	points	along	the	
way.	Let	us	 look	at	one	middle-of-the-spectrum	example,	which	will	
also	enable	us	to	glimpse	a	potential	decline	in	the	prominence	of	ma-
chine	analogies	in	cell	biology.	

6.1. The Barkai-Leibler model of chemotactic adaptation.
This	example	also	comes	from	the	study	of	bacterial	chemotaxis.	As	
noted	before,	the	flagellum	serves	bacteria	to	move	toward	food	and	
away	from	toxins.	A	bacterium	will	“run”	in	a	sustained	direction	only	
if	the	stimulus	is	graded,	i. e.	only	if	it	detects	an	increase	in	the	level	of	
food	(or,	in	the	case	of	a	toxin,	a	decrease).	This	holds	irrespective	of	
the	absolute	level	of	stimulus.	Thus,	suppose	a	population	of	E. coli	is	
floating	in	a	solution,	and,	all	of	a	sudden,	the	level	of	some	food	item	
changes	sharply,	 to	a	higher	but	uniform	level.	 Initially,	 the	bacteria	
will	respond,	beginning	to	run.	But	they	soon	“realize”	that	there	is	no	
gradient	and	settle	down.	This	is	an	instance	of	the	phenomenon	of	
sensory adaptation,	analogous	to	how	our	eyes	adjust	when	we	move	
from	a	dark	room	to	a	sunlit	outdoor	environment.	

Bacterial	sensory	adaptation	is	simpler	than	its	more	familiar	coun-
terparts,	 but	 it	 is	 an	 impressive	 feat	 nonetheless.	 Barkai	 &	 Leibler	
(1997)	offered	the	presently	accepted	model	of	how	it	works.	As	we	
will	see,	the	model	focuses	on	only	a	handful	of	the	system’s	elements.	
It	will	be	instructive	to	look	first	at	a	more	inclusive	description,	which	
contains	some	features	that	Barkai	and	Leibler	ended	up	leaving	out.	

targets),	it	may	still	be	the	best	answer	to	some	question.	In	particular,	
abstracting	often	enhances	explanatory	power,	because	 the	abstract	
model	 omits	 irrelevant	 details	 and	 highlights	 difference	makers	 (St-
revens,	2008).	

Thinking	back	to	the	examples	I	began	with,	we	can	see	intuitively	
that	there	is	a	connection	between	abstraction	and	machine-likeness.	
The	first	example,	the	flagellar	motor,	contained	substantial	details	re-
garding	the	flagellum’s	parts,	their	structure,	geometry,	how	they	are	sit-
uated	relative	to	one	another	and	how	they	move	and	change	through-
out	the	process	of	locomotion.	Diffusion,	on	the	other	hand,	was	given	
a	very	skeletal	explanation:	we	derived	the	first	law	by	considering	the	
average	particle,	taking	very	few	attributes	of	it	into	account.	There	was	
no	mention	of	the	particles’	structure,	the	relationships	among	them	or	
any	other	local	aspect	of	the	goings-on	inside	the	flux.	

This	observation	generalizes,	and	the	reasons	are	apparent	given	
our	characterization	of	order.	As	one	provides	 less	detail,	one	tends	
to	ignore	or	smooth	out	distinctions	among	parts	as	well	as	relations	
among	them.	Therefore,	an	abstract	description	will	portray	its	target	
as	less	sensitive	to	these	features,	i. e.	as	less	machine-like.	Molecular	
models	tend	to	focus	on	the	structural	specifics	of	parts	and	on	deli-
cate	aspects	of	 their	organization.	Descriptions	of	such	processes	as	
diffusion,	on	the	other	hand,	go	in	the	opposite	direction.	They	treat	
the	 system’s	 constituents	 (individual	 particles)	 as	 similar,	 largely	 in-
dependent	 entities,	 each	 behaving	 in	 a	 relatively	 simple	way.	 Such	
treatments	are	common	in	statistical	mechanics	and	related	areas	of	
physics,	 but	 they	 occur	 in	 population	 biology	 as	well,	 and	 in	 other	
parts	of	 the	 life	sciences	 that	study	animal	collectives.	But	note	 that	
the	connection	between	abstract	description	and	order	has	little	to	do	
with	size.	Diffusion	is	a	disorderly	process	regardless	of	whether	the	
diffusing	elements	are	ions	or	organisms.	On	the	other	hand,	a	large	
structure,	such	an	organ	or	an	entire	organism,	can	be	described	in	a	
very	concrete	way	that	emphasizes	structural	and	relational	properties,	
and	such	a	system	will	tend	to	look	more	orderly	and	machine-like.
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An	external	stimulus	such	as	a	food	item	(red	circles)	binds	to	recep-
tors	on	the	outside	of	the	cell.	Via	a	number	of	intra-cellular	reactions,	
this	results	in	the	dispatch	of	two	secondary	elements:	(1)	CheY	(green	
diamond	 on	 the	 right),	which	 directly	modulates	 the	 flagellum’s	 ro-
tation.	 (2)	CheB	 (red	diamond	on	 the	 left),	which	 together	with	 an-
other	enzyme,	CheR,	modulates	the	sensitivity	of	the	cell	to	stimuli	by	
chemically	modifying	the	receptor	complex.	

As	noted,	this	figure	is	a	summary	of	the	processes	occurring	dur-
ing	 sensory	modulation	of	 chemotaxis.	 It	 contains	much	 less	detail	
than	 one	 would	 find	 in	 a	 standard	molecular	 biology	 text.	 Still,	 it	
gives	some	indication	of	the	molecules	involved,	their	structure	and	
the	interactions	among	them.	But	in	working	out	an	explanation	for	
sensory	adaptation,	Barkai	and	Leibler	moved	to	a	substantially	less	
detailed	description.	 It	 is	 given	by	figure	 3.	Here	 the	 receptor	 com-
plex	is	collapsed	to	an	entity	that	transits	from	an	inactive	state	E	to	
an	active	state	Em.	This	transition	is	mediated	by	CheR	(abbreviated	
R).	The	active	 form	Em	upregulates	 the	 “output”	 (i. e.	 the	flagellum’s	
rotation)	and,	via	CheB	(abbreviated	B),	reverts	back	to	an	 inactive	
form.	Thus,	only	five	elements	are	described,	their	structures	play	lit-
tle	role,	and	the	interactions	among	them	(activation,	inhibition	etc.)	
are	treated	generically.	

Figure	2	summarizes	the	overall	structure	of	the	bacterium’s	sensory-
motor	apparatus	(some	of	the	details	appear	only	in	the	caption):

Figure 2. The bacterial chemotactic sensory-motor apparatus. 
Incoming stimulus (red circles) binds to a receptor complex 
(MCP-CheW-CheA), thereby activating two secondary com-
plexes: CheY, which modulates flagellar rotation, and CheB, 
which modulates the sensitivity of the receptor complex to 

new stimuli. Pi and Ch3 indicate chemical modifications (phos-
phorylation and methylation, respectively) which facilitate 

the interactions among the key components. “(source: http://
chemotaxis.biology.utah.edu/Parkinson_Lab/projects/ecoli-

chemotaxis/ecolichemotaxis.html)

Figure 3. The Barkai-Leibler model. 
The receptor complex transits be-
tween two states: inactive (E) and 
active (Em). The active state upreg-
ulates the activity of the flagellar 
motor (“output”) while also mod-

ules the Em→E transition. (adapted 
from Barkai and Leibler, 1997)
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so	because	they	aim	to	distill	a	pattern	of	connections,	and	hence	must	
place	less	emphasis	on	the	concrete	structural	and	organizational	as-
pects	that	matter	in	paradigmatic	machines.	We	might	put	the	point	by	
saying	 that	connectivity	models	 represent	a	kind	of	machine,	a	blue-
print	from	which	many	different	concrete	machines	can	be	built.	Such	
representations,	therefore,	do	not	correspond	to	any	specific	machine,	
and	hence	the	cognitive	tool	kit	that	goes	along	with	machines	—	visu-
alizations,	qualitative	causal	reasoning,	etc.	—	has	less	of	a	role	to	play	
in	this	context.	

 6.2. A shift in cell biology?
The	Barkai-Leibler	model	 is	 representative	of	a	growing	genre	of	 re-
search	in	cell	biology.	Until	fairly	recently,	explanation	of	intra-organ-
ismal	phenomena,	 including	the	cellular	 level,	 focused	almost	exclu-
sively	on	relatively	machine-like,	orderly	explananda.	Such	accounts	
are	couched	in	highly	concrete	descriptions	of	cellular	and	molecular	
structures.	Knowledge	in	cell	biology	was	primarily	centered	on	the	
structure	and	detailed	operation	of	 “large	protein	machines”	 (as	Al-
berts,	quoted	above,	puts	it).	This	situation	might	now	be	changing,	
and	the	Barkai-Leibler	model	is	an	illustration	of	this.	The	change	I	
have	 in	mind	 involves	both	 the	kinds	of	phenomena	cell	biologists	
are	studying	and	the	level	of	abstraction	of	their	models.	Many	more	
instances	 have	 emerged	 over	 the	 last	 decade	 or	 so.	 Such	work	 tar-
gets	the	dynamical	properties	of	cell-level	properties	and	operates	via	
models	 that	 treat	 the	cellular	architecture	 in	a	 fairly	coarse-grained,	
often	network-based	way,	and	apply	associated	forms	of	mathemati-
cal	modeling.	

Much	of	this	work	goes	under	“systems	biology”.	One	example	is	
the	study	of	so-called	network	motifs,	simple	circuits	that	recur	in	gene	
regulation	networks	and	are	thought	to	have	special	roles	in	virtue	of	
their	dynamicas.	(Alon,	2007a;	see	also	Levy	&	Bechtel,	2013).	Broadly	
similar	work,	focusing	on	basic	patterns	of	connectivity	and	their	dy-
namical	 signature,	 is	 also	 conducted	under	 other	 headings,	 such	 as	
“modular	biology”	(Hartwell	et	al.,	1999),	“network	biology”	(Barbasi	&	

Figure	3	embodies	a	key	assumption	made	in	the	model:	B	acts	
only	on	the	active	form	Em.	The	upshot	is	that	the	stimulus	generates	
an	“output”,	i. e.	flagellar	activity,	but	does	so	via	a	pathway	that	feeds	
back	fully	on	itself	(because	B	acts	only on	Em),	performing	what	 is	
known	as	 integral	 feedback	 (Yi	 et	 al.,	 2000).	Under	 these	 assump-
tions	 Barkai	 and	 Leibler	 used	 standard	 biochemical	 principles11	 to	
derive	equations	 for	 the	 rate	of	 change	of	Em,	which	 I	 shall	not	 re-
produce	here.	They	 show	 that	at	 a	 steady	 state,	 the	 system	always	
returns	to	the	same	level	of	activity,	irrespective	of	the	absolute	level	
of	 stimulus;	unless	 there’s	a	gradient,	 the	bacterium	returns	 to	 the	
same	level	of	“running”.	 It	 is	noteworthy	that	on	the	Barkai-Leibler	
model,	chemotactic	adaptation	is	robust,	in	the	sense	that	it	does	not	
depend	on	the	concentrations	or	activity	rates	of	the	various	compo-
nents.	Insofar	as	returning	to	the	steady	state	is	concerned,	all	that	
matters	is	that	the	network	exhibits	the	feedback	structure	discussed	
above.	In	other	words,	the	Barkai-Leibler	model	depicts	adaptation	
as	arising	from	the	way	the	chemotaxis	network	is	set	up	—	from	the	
system’s	connectivity.	

The	Barkai-Leibler	model	 is	 less	concrete	 than	the	description	of	
flagellar	propulsion,	with	which	we	started.	On	the	other	hand,	it	isn’t	
quite	as	abstract	as	the	derivation	of	the	first	law	of	diffusion.	I	have	
suggested	that	there	is	a	correspondence,	in	descriptions	and	models,	
between	abstractness	 and	apparent	machine-likeness.	This	holds	 in	
the	Barkai-Leibler	case	as	well:	bacterial	sensory	adaptation	is	treated	
as	requiring	a	certain	measure	of	differentiation	among	parts,	as	well	
as	a	basic	relational	setup.	Internal	structure	is	depicted	sparsely,	but	
not	wholly	ignored.	So	the	system	is	treated	as	less	machine-like	than	
a	flagellum,	but	more	machine-like	than	a	diffusive	flux.	

I	 think	 these	 observations	 generalize:	 connectivity	 models	—	i. e.	
models	depicting	a	pattern	of	connections	without	much	additional	in-
formation	concerning	the	structure	and	behavior	of	parts	—	represent	
their	targets	as	less	orderly	and	less	machine-like.	They	are	inherently	

11.	 Specifically,	they	apply	Michaelis-Menten	kinetics.
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al.,	2000;	Bornholt,	2005).	Not	all	of	these	problems	stem	from	the	
machine	analogy	per	se,	but	they	are	connected	to	work	that	seeks	
concreteness	and	detailed	structural	knowledge	of	parts.	These	are	
the	features	that	a	machine	analogy	guides	one	toward,	and	that	con-
nectivity	work	directs	one	away	from.

7. Summary

I	have	outlined	a	notion	of	causal	order,	according	to	which	orderly	
phenomena	are	 those	 in	which	multiple	parts	make	distinct	contri-
butions	 and	 local	 relations	 are	 important	 difference	makers.	 Such	
phenomena,	 I	 have	 argued,	 have	 a	 machine-like	 character	—	the	
more	 a	 system	meets	 the	 conditions	 for	 order,	 the	more	machine-
like	it	is.	No	natural	phenomenon	is	orderly	to	the	fullest	imaginable	
extent,	 but	 something	 like	 flagellum-powered	 locomotion	 comes	
close.	The	flagellum	has	many	distinct	parts,	 each	making	a	differ-
ent	difference	to	locomotion;	the	layout	of	parts	and	the	specific	in-
teractions	among	them	are	of	utmost	importance.	On	the	modeling	
side,	I	suggested	that	abstraction	is	key	in	making	a	model	depict	the	
machine-like	aspects	of	a	system,	and	I	commented	on	the	growth	
of	relatively	abstract,	and	less	machine-like,	connectivity	models	in	
recent	cell	biology.	

When	we	make	explicit	the	commitments	of	drawing	the	machine	
analogy,	various	 issues	come	into	sharper	relief.	One	of	 these	 is	 the	
relationship	between	machines	and	mechanisms,	which	 I	discussed	
in	 section	 4.	 We	 are	 also	 better	 able	 to	 pose	 big-picture	 empirical	
questions,	 such	as:	Where	 in	nature	 are	machine-like	 systems	most	
common,	 and	why?	Are	 there	 features	 of	 the	 biological	world	—	for	
instance,	certain	modes	of	evolution	by	natural	selection	—	that	tend	
to	give	rise	to	machine-like	phenomena?	Are	there	systematic	differ-
ences	between	orderly	and	disorderly	processes,	such	as	their	degree	
of	 robustness	or	modifiability?	My	hope	 is	 that	 the	present	analysis	
can	help	organize	and	orient	our	thinking	about	this	interesting	and	
under-explored	cluster	of	topics.	

Oltvai,	2004)	and	the	study	of	“design	principles”	(Alon,	2007b;	Eldar	
&	Elowitz,	2010;).	Let	me	label	this,	somewhat	tendentiously,	as	the	
“connectivity	turn”	in	cell	biology.

The	 reasons	 for	 the	 connectivity	 turn	are	not	entirely	obvious	at	
present,	nor	is	its	eventual	impact.	It	is	probably	true	that	such	a	turn	
could	not	have	occurred	until	fairly	recently,	because	constructing	and,	
especially,	 testing	plausible	connectivity	models	requires	a	 lot	of	de-
tailed	cell	biological	information	—	which	was	not	available,	say,	fifty	
years	ago.	The	explosion	of	efficient,	cheap,	high-throughput	experi-
mental	 techniques	 in	 biology,	 especially	 since	 the	Human	Genome	
Project,	 has	 enabled	 such	 fine-grained,	 often	 quantitative,	 delinea-
tion	of	explananda	as	well	as	testing.	Another,	complimentary	set	of	
reasons	for	the	connectivity	turn	is	sociological:	there	has	been	a	sig-
nificant	influx	of	physicists,	computer	scientists	and	other	mathemati-
cally	inclined	researchers	into	cellular	and	molecular	biology	—	and	a	
concomitant	burgeoning	of	methods,	thinking	habits	and	evaluation	
standards	that	tend	to	emphasize	abstractness	(and	generality,	which	
often	comes	along	with	abstract	description).	

Needless	 to	say,	all	 this	does	not	spell	 the	end	of	structural-mo-
lecular	work.	Surely	that	is	still	a	central	pillar	of	current	cell	biology	
and	will	continue	to	be	in	the	future.	But	the	connectivity	turn	I	am	
describing	 does	 signal,	 I	 think,	 a	 change	 in	 the	 importance	 of	 the	
machine	image.	As	developed	in	the	20th	century,	cell	biology	drew	
heavily	on	machine	analogies,	seeking	a	detailed	understanding	of	
cellular	 constituents	 and	 their	 structural	 properties.	 That	 program	
has	 been	 enormously	 successful,	 but	 its	 limitations	 have	 become	
increasingly	 apparent	 since	 around	 the	 turn	 of	 the	 century.	Many	
biologists,	 including	some	who	have	 led	 the	effort	 to	view	the	bio-
logical	world	in	machine-related	terms,	are	emphasizing	the	limita-
tions	of	this	way	of	thinking,	in	one	way	or	another	(Alberts,	1998;	
Moore,	2012).	It	has	been	argued	that	low-level	“machine-ist”	work	
has	 limited	predictive	power,	 that	 it	 lacks	 sufficient	generality	 and	
that	 there	 are	 inherent	 difficulties	 in	 extrapolating	 from	 the	 struc-
tural-molecular	 level	 to	higher	 levels	of	organization	 (Kirschner	et	
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